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Motivation:

k objects: genes, tweets, images, etc.
n features: expression levels, term frequencies, frames, etc
j-th object described by feature vector a; € R"

Data set is described as 4 = [d; ... d;] € R™
(transposed from machine learning)

Often what is important is subspace defined by A, e.g., im A or principal
subspaces of A defined by eigenvectors of covariance matrix.




Problem:

Suppose d; ...d; € R™ and b; ... b, € R™ two collections of k linearly
independent vectors.

We want measure of separation of subspace span(d, ... d;) and

Span(El Ek)

Solution: distances or angles between subspaces of the same
dimension. (equivalent)



Question: What is the distance between two linear subspaces?

Example: Dimension 1 Subspaces in R?,

We can take the angle.




Higher-dimensional

Y




» Grassmann manifold

As a set, the Grassmannian is defined as the set of all k-dimensional
subspaces of R",

Gr(k,n) := {k — dim subspaces of R"}

Suppose d; ...d, € R"and b, ... b, € R™ two collections of k linearly
independent vectors.

Write subspace U = span(d, ...d,) and W = Span(l_;l Bk) Both V and W are
points of the Grassmannian.

https://en.wikipedia.org/wiki/Grassmannian
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Grassmannian
Gr(1,3)

N




Grassmann manifold

Stiefel manifold:

V(k,n) == {nxk orthonormal matrices} c R™*¥

The set of kxk orthogonal matrices (i.e., AAT = ATA = 1) general
orthogonal group and is usually denoted by 0 (k).

Grassmann manifold is the quotient

Gr(k,n) =V(k,n)/0(k).

The natural right action of 0(k) on V(k,n) is by rotates a k-frame in the space it
spans.

Rich geometry on Gr(k,n): smooth Riemannian manifold, algebraic variety,
homogeneous space, geodesic orbit space



» Principal vectors and angles

Recall angle 8 between two unit vectors © and v is defined by

ul'v
cosf = S on — ﬁTﬁ
|| v ]|

Standard way to measure deviation between two subspaces U and W is using

Principal vectors.

w

U = span(uy ...u;) and W = span(w; ...wy,)



Principal angles between subspaces

Define principal vectors (d; ,l_ffk) recursively as the solutions to the
optimization problem:

Maximize: a’b (minimize angle between d and b )

subject to

Unit vectorsd € U and b € W

C_iTC_il == C_l)TC_iz — e = C_iTC_ij_l == 0
(orthogonal)
C_iTC_il == C_l)TC_iz = == C_iTC_ij_l == 0

Principle angles 6; defined by

Y e .
cosb; == a; b; forj=12,..,k

Property: 60, <0, <--- < 0,



More generally, principle angles 6; can be computed using QR and SVD

Ake Bjorck and Gene H. Golub https://www.jstor.org/stable/2005662
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Grassmann distance

The Grassmann distance between the linear subspaces U and W is
given by:
@;]

This defines the geodesic distance on the Grassmann manifold:

1/2

dist(U, W) = l

||'M:r
[uxy

It is intrinsic, i.e., does not depend on any embedding

\



Euclidean v.s. Geodesic Eankdean Geodesic
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Recall the definition of metric

Definition (Metric). Let S be a set. A metric(distance) on S is a binary
function
d:S5XS — R
such that for vectors 1, U, w € S and a scalar ¢ € R, the following hold:
(1) d(@, D) = d(B, )
(2.) d(u,v) = 0ifandonly ifu = v
(3.) du,w) <d@,v) +d(v,w)
We call S a metric space metric function d.




Grassmann distance

Asimov distance
Binet—Cauchy distance

Chordal distance

Fubini—=Study distance
Martin distance

Procrustes distance

Projection distance
Spectral distance

1/2
der(k,n) (A, B) = (Zf‘zl 9,2)
Gr(k.m) (A B) = Ok
1/2
dgr(k,n)(A, B) = (1 — Hf-;l cos? 6);
1/2
gr(k,n)(Av B) — (Zf:l Sm2 (91)
dgr(k (A, B) = cos™ (Hfle cos 9,)
1/2
dr(k.m (A B) = (Iog 15,1/ cos?6;

1/2
dgr(k,n)(A7B) =2 (Zizl Sin ( //2)>
0F, i (A B) = sin b

gr(k,n)(Av B) = 2sin(0x/2)



Computing principal angles

« Take orthonormal bases for subspaces and store them as columns of
matrices 4, B € R™*¥ (e.g., QR)

« Then, compute the singular value decomposition (SVD):

ATB =UzyT

Note that singular values 0< ¢; <1 by orthonormality of columns of A and B

« The principal angles then satisfy

. cosHj = 0j

* Principal vectors given by the columns

AU = [p; ... vx] BV = [qq - qy]



Ake Bjorck and Gene H. Golub
https://www.jstor.org/stable/2005662

Application:

By separating images into three regions:

2 images of someone’s face » u, v € R3
If u, vare linearly independent, we get a plane F = span(u, v):

For two new photos of someone, again we get a plane and we can
take the distance to F as a way to compare to the original photos.

But what if | only have one picture of someone, and | want to compare it
to the two | started with?


https://www.jstor.org/stable/2005662

Questions: Distances between non-equi-dimensional subsapces?

Wong, 1967; Differential geometry of Grassmann manifolds. Proc. Nat.
Acad. Sci., 57, no. 3, pp. 589-594

Ye-LHL, Schubert varieties and distances between subspaces of
different dimensions," SIAM J. Matrix Anal. Appl., 37 (2016), no. 3,
pp. 1176-1197.

L.-H. Lim, R. Sepulchre, and K. Ye, Geometlric distance between
positive defnite matrices of different dimensions," IEEE Trans. Inform.
Theory, 2019

The grassmannian of affine subspaces
https://arxiv.org/abs/1807.10883

Lek-Heng Lim, Ken Sze-Wai Wong, and Ke Ye, (2018)
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The distance can be generalized to Affine subspaces (shifted vector

subspaces), or more generally, Ellipsoids (higher-dimensional ellipses) in

the same dimension or different dimensions. .
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Quantum Algorithm for Computing Distances Between Subspaces
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