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1. Least Squares

Approximate Solutions to Inconsistent Systems

e Let A be an n x m matrix and let b be an n-dimensional vector such that the system
AZ=1b

is inconsistent (no solution). (if and only if b ¢ Col A = im A = Span(a@y, - - , @m)).
e In this case a natural question to ask is which m-dimensional vector(s) #* has/have the property
that AZ* is closest to b. Here “closeness” of AZ* to b is measured by the smallness of

||AZ* — b|

[Least-Squares Problem /Solutions]

For an n X m matrix A and an inconsistent system A7 = b, find the vector(s) * € R™ such that
A7 —bl| < || AT - b]]
for all z € R™.

|AZ* — b]| is the least squares error.
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e To find the Least Square solution(s) Z* of an inconsistent system AZ = 5, we replace the system
by the consistent system AZ = b; with b; the closest vector in Col A to b, namely b; = projc; 4(b).

Theorem 1 (Solution to the Least-Squares Problem). Let A be an n x m matriz. Let b € R* and
by = projoy 4(b). Then, any solutions &* of the consistent system AT = by is a least-squares solution.

-1 4 14
Example 2. Find the least-squares solutions for the system Az = l;, where A= | 1 8| and |—4
-1 4 0
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Theorem 3. (Normal Equation) The set of Least-Square solutions of the inconsistent system AT = b
coincides with the solution set of the consistent system of normal equations

(AT Az = AT,

Proof. Proof: Let V =im A.
Z, is a least-squares solution for A7 = b <= A%, = proj b

— b— AZ, = b* € (im A)* = ker AT
e AT(b— AZ) =10

= ATh— ATAZ, =0

— ATAZ, = ATh

O

. -1 4 . 14

Example 4. Find the least-squares solutions for the system A¥ = b, where A= | 1 8| andb= |—4
-1 4 0
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(2) The image im(A) is a plane in R? passing the origin. Find the distance from the vector b (or the point
(14,—4,0)) to the plane im(A). (Hint: Use the geometric meaning of the least-squares solution in (1))

The distance is given be the norm of bL =b— PIOJim(A I;
-1 4 7
We know that proji, 4 b= Az* 8] 14| = |: ] .
—1 4
. 14 7
So, bt = |—4| — |—4| = O . So the distance is ||b*]] = 7v/2.
0 7 -7

Example 5. Find the least-squares solutions for the system AZ = g, where A = and b =
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A technical property:

Proposition 6. Let A be an n X m matriz.
o ker(A) = ker(ATA)
o Ifker(A) = {0}, then AT A is an invertible matriz.

Proof. O

Corollary 7. If rank A = m, then ker(A) = {0}, then AT A is an m x m invertible matriz. In this case,
the normal equation (AT A)Z = ATb has a unique solution:

7= (ATA)ATY

QR factorization method Suppose A is n x m matrix with full column rank. Solve the least squares
solution using QR factorization A = QR where () is an orthogonal matrix n x m and R is an m X m upper
triangular matrix with rank m.
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Example 8.

(ATA) AT

— ((QR)TQR) ™ (QR)"b

(RTQTQR) lRTQTb
= (R"R)"'RQ"b
) 1RTQTb
T

S

= (Rr"
=R7'Q
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2. Data Fitting

Problem: Fitting a function of a certain type of data. We use the following three example to illustrate
this application.

Example 9. Find a cubic polynomial f(t) = ¢y + 1t + cot? + c3t® whose graph passes through the points
(07 5)? (L 3)? (_17 13)7 (2a 1)

Solution:
Co =35
We need to solve the linear system ottt =3
Cog—C1+ C2—C3 =13

co+2c1 +4co+8cs =1

1 0 0 0 5 100 0 5
= 1 1 1 1 3 = 0100 —4
AP =17 1 g el =g 0 g g
1 2 4 8 1 0001 -1
Co 5
So, the linear system has the unique solution 21 = _34 So, the cubic polynomial is f(t) = 5 — 4t +
2
C3 —1
3t2 —t3.
-ﬂﬂ 1S A
lo
pofect fit, bt Cluet
S
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Example 10. Fit a quadratic function g(t) = ¢y + ¢t + cot? to the four data points (0, 5), (1,3), (=1, 13),
(2,1)

We need to solve the linear system

Co =5
cotcr+c =3
Co — C1 + (&) =13

co + 261 + 462 =1
1 0 0 5
As matrix equation A¥ = b, where A = bl and b = 3
’ 1 -1 1 13
1 2 4 1
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Example 11. Fit a linear function h(t) = ¢ + ¢t to the four data points (0,5), (1,3), (—1,13), (2,1)

We need to solve the linear system

As matrix equation Ax = I;, where A =

Co =5
o+ =3
Co— C1 =13
Co+261 =1
1 0 5)
1 - 3
1 1 and b = 13
1 2 1

I 2
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More generally, the following question is very standard in statistics.

Example 12. Consider the data with n points (ai,b;), (az,b2), ..., (an,b,). Find a linear function

h(t) = ¢ + c1t fits the data by the least squares. (Suppose a; # as)

20 10 10 20 30 40 50 60
1 aq b1
- as - bg
We need to solve the least-squares problem for A7 = b, for A = and b= | .
1 a, by,
1 ap
af{1 1 1 1 n ' a
ATA = = n 711_1 :
{al a2 an] [Zz—l a; Yo, a;
1 a,
1 aq bl

ATb = L @ b2 = Z?:l bl
: : > i aia;
1 a,| |b,
Since a; # ag, we know that rank A = 2.
The normal equation AT AZ = ATb has a unique solution

1 [ Z?:?% azz - Z?:l ai} [ 27;:1 bi ]
ny oy a; = (O ai)? | = i n iy Wit

_ 1 {(2?1 a?) (i, bi) = (D0, a) (O, az’ai)}
n Z?:l a? - (Z?:1 CL,-)Q _<Z?:1 ai)(Z?:1 bi) +n Z?:l a;Q;

7, = (ATA) AT =
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Example 13. Consider the data with m inputs and 1 output:

(an, a12, .-+, A1m, bl), (a21, 22, ..., A2m, b2)7 s (anla Ap2;y .-y Apm,y bn)-

Find a linear function h(ty,ta,...,t,) = co + c1t1 + cata + - - - + ¢yt fits the data by the least squares.

For example, when m = 2,

Sales

1 aip a2 e Qrm bl
. - 1 A21 a29 Aom - b2
We need to solve the least-squares problem for Az = b, for A = . . and b= | .
1 an1 a2 ... anm b,
Example 14. Consider the data with m inputs and s outputs:
(alb a12, ..., AG1m, blla ceey bls)a (0,21, 22, ..y A2m, b21> ceey b23): ey (anla Ap2,y «-vy Apm, bn17 ceey bns)

Find a linear function H(t) = & + Ct fits the data by the least squares.
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