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1. Linear Independence

Let ~v1,~v2, . . . ,~vt be vectors in a vector space V .

Definition 1. • The set of vectors ~v1, . . . ,~vp in V is said to be (linearly)

independent if

• The set {~v1, . . . ,~vp} is said to be (linearly) dependent if

An infinite subset W of a vector space V is said to be linearly independent if
all finite subsets of W are linearly independent.
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We say a vector ~vi ( for i � 2) is redundant if it is a linear combination of

the preceding vectors {~v1,~v2, . . . ,~vi�1}.

Proposition 2. Suppose ~vi is redundant in {~v1,~v2, . . . ,~vp}. Then

Proposition 3. • Suppose ~v1 6= ~0. The set {~v1,~v2, . . . ,~vp} is indepen-
dent if and only if none of them is redundant.
• If the set {~v1, . . . ,~vp} of vectors contains the zero vector ~0, then it
is linearly dependent.
• If a subset of the set {~v1, . . . ,~vp} is linearly dependent, then
{~v1, . . . ,~vp} is dependent.

Example 4. (1) A set {~v} is linearly dependent if and only if

(2) A set {~u,~v} is linearly dependent if and only if

In Fn
,

Proposition 5. The set {~v1,~v2, . . . ,~vp} ⇢ Fn is independent if and
only if

Proposition 6. If p > n, then a set {~v1, . . . ,~vp} of vectors in Fn is
linearly dependent.





2. Basis of a vector space

Let V be vector space over F.

Definition 7. A subset B = {~b1, . . . ,~bn} of V is called a basis for V if

Example 8. Standard basis for Rn
.

Example 9. Find a basis for the vector space M2 of all 2⇥ 2 matrices.

Example 10. Find a basis for the vector space P2 of all polynomials of degree

 2.

Theorem 11. If {~v1,~v2, . . . ,~vn} is independent, and V =

Span{~w1, ~w2, . . . , ~wm}, then



Theorem 12 (Spanning Set Theorem). Let V be a vector space and let
S = {~v1, . . . ,~vp} be a subset of V with Span{~v1, . . . ,~vp} = H.
• If one of the vectors in S, say ~vk, is a linear combination of the
remaining vectors in S, then the set S � {~vk} still spans H,

H = Span{~v1, . . . ,~vk�1,~vk+1, . . . ,~vp}
• If H 6= {~0} then some subset of S is a basis for H.

Proposition 13. (1) Every spanning set of a finite-dimensional vec-
tor space can be reduced to a basis.
(2) Any finite-dimensional vector space has a basis.
(3) Any independent set in a finite-dimensional vector space can be
extended to a basis.

3. The Dimension of a Subspace

For a finite-dimensional vector space V , it has many di↵erent bases. However,

they contain some common properties.



Theorem 14. If B = {~b1, . . . ,~bp} and D = {~d1, . . . , ~dm} are two bases
for V , then p = m.

Definition 15 (The Dimension of a Vector Space). The dimension of

a vector space V is defined as

Lemma 16. Suppose B = {~b1, . . . ,~bp} is a basis for V .
(1) Any set of more than p vectors is linearly dependent.
(2) Any set of less than p vectors can not span V .

Theorem 17 (The Basis Theorem). Let V be a vector space with
dim(V ) = p � 1.
•

•



Theorem 18. Let U be a subspace of a finite-dimensional space V .
There is a subspace W such that V = U �W.

Theorem 19. Let U and V be subspaces of a finite-dimensional space.
Then

dim(U + V ) = dimU + dimV � dim(U \ V )

Corollary 20. Let U and W be subspaces of an n-dimensional space
V . Suppose dimU + dimW = n and U \W = {~0}, then

V = U �W

Theorem 21. Suppose V is a finite dimensional and U1, . . . , Up are
subspaces of V such that V = U1+ · · ·+Up and dimV = dimU1+ · · ·+
dimUp. Then V = U1 � · · ·� Up.





4. Basis of Null space and range

Let T : V ! W be a linear transformation.

Theorem 22. Let T : V ! W be a linear transformation. Then

Let A be an m⇥ n matrix. The linear transformation defined by A is

TA : Fn ! Fm

Theorem 23 (Basis for im(A)). A basis for the image im(A) is given
by the pivot columns of A. In particular, dim(imA) = rankA.

Theorem 24 (Basis for ker(A)). Let A be an m⇥ n matrix. Solve the
matrix equation A~x = ~0. Write ~x as a linear combination of vectors
~v1, . . . ,~vp with the weights corresponding to the free variables.
Then {~v1, . . . ,~vp} is a basis for ker(A).



Proposition 25 (The Dimensions of ker(A) and im(A)). Let A be an
m⇥ n matrix. Then,

dim(ker(A)) + dim(im(A)) = n.

Proposition 26. Let A be an n⇥ n square matrix.
A is invertible, if and only if








