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1. Probability functions 
2. Random Variables
3. Probability density functions
4. Expected values and variance
5. Classical distributions

 



Ø Terminologies:

•   Experiment: A repeatable procedure with a set of possible results.

•   Sample Space S={all possible outcomes of an experiment}

•   Event: A subset of S.

Example 1. Experiment: Flipping a Coin once.

Example 2. Experiment: Rolling a 6-sided die once.

S={Face, Tail}

S={1, 2, 3, 4, 5, 6}



Ø The Probability Function

Definition (1930s, Kolmogorov)

Let S be a finite sample space. A probability function P is a function 

!: # → [0,1]
satisfying the following two axioms: 

1.)   ! " = 1

2.)  If % ∩ ' = ∅, then ! % ∪ ' = ! % + !(')

If S is an infinite set, we need one more axiom: 

! -
!"#

$
%! = .

!"#

$
! %! if %! ∩ %% = ∅ for any / ≠ 13.)



Suppose the outcomes of an experiment are all equally likely, and the total 
number of all possible outcomes is finite. 

Classical definition of probability (a special case for probability function)

Probability of an event ∶= Number of ways it can happen
Total number of all possible outcomes

! " ≔ |"|
|%|

That is,

Example 1. Flipping a fair coin 2 times

S={FF, FT, TF, TT}



Example. flip an unfair coin once.

Example. Rolling a 6-sided die once.



Some properties

1.

2.

3.

4.



Ø Conditional Probability

Definition. Probability that event % occurs given that event ' already 
occurs, denoted by P(A|B) is a conditional probability, defined by

! % ' := !(% ∩ ' )
!(')

Example. Rolling a fair 6-sided die once.

Given that the result is an even number, what is 
the probability that the result is 6? 



Example. Rolling a 6-sided die twice.

Ø Impendence

Definition: The events A and B are called independent if

! % ∩ ' = ! % !(')

If A and B are not empty set, A and B are independent if and only if

!(%|') = !(%) if and only if !('|%) = !(')

A: the first face is even number
B: the second face is 6.



Theorem 1. Law of Total Probability



Theorem 2.  Bayes’ Theorem

Example: in classification problem.



Ø Random Variables

A random variable is a function 

Let S be a sample space.

*: # → ℝ

Example 1. Flipping an unfair coin once.

S={Face, Tail}



Probability density(mass) function



Example 1. Flipping an unfair coin once.

Random Variable X ∽ 6789:;<= >

Pdf function ?& @ = >' 1 − > #(' = B> /C @ = 1
1 − > /C @ = 0



Example. Rolling an unfair 6-sided die once.

Assume E ∽ FGH7I:8=JG<(>#, … , >)) such that ># +⋯+ >) = 1

Pdf function ?* N = >#+(-"#)>/+(-"/)… >)+(-"0) =
># /C N = 1
>/ /C N = 2
⋮ ⋮
>) /C N = Q



Continuous Random variables:



Example: Uniform Distribution.

The probability density function of the uniform distribution is

The uniform distribution describes an experiment that choose a number randomly 
from the interval [a, b].



Expected value is a generalization of the concept “average”.

Ø Expected Value

Property: R(ST + U) = SR(T) + U



Ø Variance and Standard deviation

Calculation formula: Var T = R T/ − R T /

Variance is expected squared distance from the mean. 
It measures the spread of the data.

Property: Var(ST + U) = S/ Var(T)



Standard Normal Distribution



Normal distributions Y = Z[ + \: 



• R(ST + UE ) = SR(T) + UR(E )

Suppose X and Y are any random variables on the same sample space.

• ]S^(ST + UE ) = S/ ]S^(T) + U/ ]S^(E ) + 2SU _`a(T, E )

_`a(T, E ) is the covariance of X and Y defined as

_`a T, E := R TE − R(T)R(E )

If X and Y are independent, then 

• ]S^(ST + UE ) = S/ ]S^(T) + U/ ]S^(E )
• _`a T, E = 0
• R TE = R(T)R(E )

Ø Covariance and independence

The converse is not true.



Joint distribution (multi random variables):



Ø Multivariate normal distribution.

C& c⃗ = 1
2d 1 Σ

exp −12 c⃗ − i⃗ 2Σ(# c⃗ − i⃗

Vector random variable '⃗ =
'!
⋮
'"

~ Normal(2⃗, Σ)

Here i⃗ ∈ ℝ1 and Σ is an l×l symmetric, positive definite matrix.

• The joint probability density function (pdf) for T is

n
($

$
…n

($

$
C& c⃗ lc⃗ = 1



• The mean vector of T is R T = i⃗

• The (co)variance matrix is Cov(T)= Σ

Standard normal Compressed Spread-out





Ø More examples of distributions: 

1. Binomial distribution is a generalization of Bernoulli distribution. 

Let X be the number of T appears in the n trials. Then  X ∽ '/p`q/Sr(p, ?)

Given a series of p independent trials with two outcomes (T or F) with constant 
probability ? and 1 − ?.

! T = @ = p
@ ?' 1 − ? 3('

For example, flip a coin n times.  



Let T be the number of s! appears in the p trials. 

Given a series of p independent trials with m outcomes (s#, …s4) with constant 
probability (>#, … , >4).

For example, Toss a K-side die n times. 

2. Multinomial is a generalization of Categorical distribution. 

Then T ∽ turv/p`q/Sr(p, >#, … , >4)

! T! = p! = p!
p#!⋯p4!

>#3!⋯ >43"

for  each / = 1, … ,q, and each p# +⋯+ p4 = p



3. Exponential random variable is a continuous random variable with pdf 
given by

where λ is a fixed positive number.

• The mean and variance are given by

• Exponential distribution model the time between occurrences in a time interval.



4. Poisson Distribution

1. Poisson approximation for binomial distribution

2. Poisson Model. The number of occurrences in a time interval with a given rate.

Applications:





More references: 

1. My lecture notes for Math3081: 

https://web.northeastern.edu/he.wang/Teaching/Teaching3081/
Math3081.html

2. Deep Learning by Goodfellow, Bengio, Courville (Chapter 2)  

https://www.deeplearningbook.org/

3. Pattern Recognition and Machine Learning, by Chris Bishop. 
(Chapters 1.2 and 2.1-2.3)

https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-
Pattern-Recognition-and-Machine-Learning-2006.pdf

4. Review of Probability Theory 
https://cs229.stanford.edu/section/cs229-prob.pdf

https://web.northeastern.edu/he.wang/Teaching/Teaching3081/Math3081.html
https://www.deeplearningbook.org/
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://cs229.stanford.edu/section/cs229-prob.pdf

