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Y

Chi square (χ2
n) distribution and F distribution

Suppose X ∼ Normal(µ, σ2) with unknown σ and unknown µ.

In §5.4, we calculated an unbiased estimate and estimator for the population variance σ2,
called sample variance:

s2 =

n∑
i=1

(xi − x)2

n− 1
and S2 =

n∑
i=1

(Xi −X)2

n− 1

However, the distribution

Tn−1 =
X − µ
S/
√
n

is NOT the standard normal distribution. This distribution Tn−1 is called the (Student’s)
t-distribution with n− 1 degrees of freedom (df). We have used t-distribution to find CI
and apply the null hypothesis test for µ when normal distribution data with unknown variance.

Next, we study two other distributions: chi square distribution and F distribution.

Recall that the gamma function Γ(r) for r > 0 is a continuous function

Γ(r) =

∫ ∞
0

yr−1e−ydy

First, Γ(1) = 1.

If r > 1, then Γ(r) = (r − 1)Γ(r − 1).

If r is an integer, then Γ(r) = (r − 1)! .

Definition. Gamma distribution

Given real parameters r > 0 and λ > 0, the random variable Y with a pdf

fY (y) =
λr

Γ(r)
yr−1e−λy, y ≥ 0

is called a gamma distribution.

The mean E(Y ) = r/λ and the variance Var(Y ) = r/λ2.

The pdf functions for Gamma(r, λ) =Gamma(k, θ)

1



MATH 3081 §7.5 Estimate σ2, §9.3 F-Test for σ2
X = σ2

Y He Wang

Theorem.

Let Z1, . . . , Zm be independent standard normal random variables. Then, U =
∑m

j=1 Z
2
j

has a gamma distribution with r = m/2 and λ = 1/2. Then, the pdf of U is

fU(u) =
λr

Γ(r)
ur−1e−λu =

1

2rΓ(r)
um/2−1e−u/2

The mean E(U) = m and the variance Var(U) = 2m.

The pdf of U is called the chi square distribution with m degrees of freedom, denoted
as χ2

m.

Chi square distribution fU(u) = fk(x) with k degree of freedom.
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Recall that the unbiased sample variance S2 is

S2 =

n∑
i=1

(Xi −X)2

n− 1

Theorem.

Let X1, . . . , Xn be independent normal random variables with mean µ and standard
deviation σ. Then,

(n− 1)S2

σ2
=

1

σ2

n∑
i=1

(Xi −X)2

has a chi square distribution with n− 1 degrees of freedom.

We can use this theorem to construct confidence intervals for σ2 and test the hypothesis σ2 = σ2
0.

(§7.5)

Definition.

Suppose that U and V are independent chi square random variables with n and m degrees

of freedom. A random variable of the form
V/m

U/n
is said to have an F distribution with

m and n degrees of freedoms.

We can use this to test the hypothesis σ2
X = σ2

Y . (§9.3)
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Example: Find the following cutoffs and indicate the location of χ2
0.95,10 on the graph of the

appropriate chi square distribution.

18.307

Example: For what value of n is P (χ2
n ≥ 6.262) = 0.975 true?

15

Example: For what value of n is P (16.791 ≤ χ2
n ≤ 20.599) = 0.075 true?

30
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§7.5 Drawing Inferences about σ2.

1. Confidence Intervals for σ2.

Let X1, . . . , Xn be independent normal random variables with mean µ and standard deviation
σ. Since

(n− 1)S2

σ2
=

1

σ2

n∑
i=1

(Xi −X)2

has a chi square distribution with n− 1 degrees of freedom, we can write

P

[
χ2
α/2,n−1 ≤

(n− 1)S2

σ2
≤ χ2

1−α/2,n−1

]
= 1− α

χ2
n−1

(1− α)100%

χ2
α/2,n−1 χ2

1−α/2,n−1

(n− 1)S2

σ2

So,

P

[
(n− 1)s2

χ2
1−α/2,n−1

≤ σ2 ≤ (n− 1)s2

χ2
α/2,n−1

]
= 1− α

Theorem.

The (1− α)100% confidence interval for σ2 is the interval[
(n− 1)s2

χ2
1−α/2,n−1

,
(n− 1)s2

χ2
α/2,n−1

]

The (1− α)100% confidence interval for σ is the interval[√
(n− 1)s2

χ2
1−α/2,n−1

,

√
(n− 1)s2

χ2
α/2,n−1

]
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2. Testing H0 : σ2 = σ2
0.

Suppose X1, · · · , Xn are n observations drawn from X ∼ Normal(µ, σ2). We want to use the
data to test H0 : σ2 = σ2

0.

The test statistics is

χ2 =
(n− 1)s2

σ2
0

The decision rule at the level of significance α is

χ2
n−1

χ2
α/2,n−1 χ2

1−α/2,n−1

(n− 1)S2

σ2
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HW 7.5.9. How long sporting events last is quite variable. This variability can cause problems
for TV broadcasters, since the amount of commercials and commentator blather varies with
the length of the event. As an example of this variability, the table below gives the lengths for
a random sample of middle-round contests at the 2008 Wimbledon Championships in women’s
tennis.

Match Length (minutes)
Cirstea-Kuznetsova 73
Srebotnik-Meusburger 76
De Los Rios-V. Williams 59
Kanepi-Mauresmo 104
Garbin-Szavay 114
Bondarenko-Lisicki 106
Vaidisova-Bremond 79
Groenefeld-Moore 74
Govortsova-Sugiyama 142
Zheng-Jankovic 129
Perebiynis-Bammer 95
Bondarenko-V. Williams 56
Coin-Mauresmo 84
Petrova-Pennetta 142
Wozniacki-Jankovic 106
Groenefeld-Safina 75

(a) Assume that match lengths are normally distributed. Construct a 95% confidence interval
for the standard deviation of match lengths.

(b) Use these same data to construct two one-sided 95% confidence intervals for σ.

Solution:
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HW. 7.5.10. How much interest certificates of deposit (CDs) pay varies by financial institution
and also by length of the investment. A large sample of national one-year CD offerings in 2009
showed an average interest rate of 1.84 and a standard deviation σ= 0.262. A five-year CD
ties up an investor’s money, so it usually pays a higher rate of interest. However, higher rates
might cause more variability. The table lists the five-year CD rate offerings from n = 10 banks
in the northeast United States. (1) Find a 95% confidence interval for the standard deviation
of five-year CD rates. Do these data suggest that interest rates for five-year CDs are more
variable than those for one-year certificates? (Data from: Company reports.)

Bank Interest Rate (%)
Domestic Bank 2.21
Stonebridge Bank 2.47
Waterfield Bank 2.81
NOVA Bank 2.81
American Bank 2.96
Metropolitan National Bank 3.00
AIG Bank 3.35
iGObanking.com 3.44
Discover Bank 3.44
Intervest National Bank 3.49

Solution:

(2) Test H0 : σ = 0.262 versus H1 : σ 6= 0.262 using the α = 0.05 level of significance.

χ2
1−α/2,n−1 = χ2

0.975,9 = 19.023. The test statistics is

χ2 =
(n− 1)s2

σ2
0

=
(9)(0.1921)

0.2622
= 25.186 > χ2

1−α/2,n−1

Hence, reject H0. The variability of 5-year CD interest rates is different from 1-year CD
interest rate.
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§9.3 Testing H0 : σ2
X = σ2

Y -The F-Test

Suppose that U and V are independent chi square random variables with n and m degrees of
freedom. Recall that a random variable of the form

V/m

U/n

is said to have an F distribution with m and n degrees of freedoms, denoted as Fm,n.

The graph of Fd1,d2 is given by

Fm−1,n−1
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Let x1, x2, ..., xn and y1, y2, ..., ym be independent random samples from normal distributions
with means µX and µY and standard deviations σX and σY respectively.

The test statistics is

s2Y
s2X

=

(n− 1)
m∑
i=1

(yi − y)2

(m− 1)
n∑
i=1

(xi − x)2
.

The decision rule at the level of significance α is
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HW9.2.20/ 9.3.2 Two popular forms of mortgage are the thirty-year fixed-rate mortgage,
where the borrower has thirty years to repay the loan at a constant rate, and the adjustable
rate mortgage (ARM), one version of which is for five years with the possibility of yearly changes
in the interest rate. (1)Since the ARM offers less certainty, its rates are usually lower than those
of fixed-rate mortgages. (2)Since adjustable rate mortgages offer less certainty, such vehicles
should show more variability in rates. Test this two hypotheses at the α = 0.1 level using the
following sample of mortgage offerings for a loan of $250,000.

$250,000 Mortgage Rates
30-Year Fixed ARM
3.525 2.923
3.625 3.385
3.383 3.154
3.625 3.363
3.661 3.226
3.791 3.283
3.941 3.427
3.781 3.437
3.660 3.746
3.733 3.438

(2) Step 1. From STAT→Edit, input data to L1: and L2:
Step 2. STAT→ TESTS→ 2SampFTest
Input: (Dats) List1: L1; List2: L2; Freq1: 1; Freq2: 1; σ1 < σ2
Output: F = 0.506; p = 0.1625; x̄1 = 3.6725; x̄2 = 3.3382; s1 = 0.1535; s2 = 0.2156;
n1 = 10; n2 = 10
Fail to reject (Accept). Either by P-value,
or by test statistic F > Fα,9,9 = 0.41
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