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§5.2 Estimating Parameters (Maximum Likelihood)

Statistics Question: Suppose a random variable X has a pdf with
unknown parameters. We need to estimate the unknown parameter
using a random sample of n observations.

Example 1. Suppose we have a biased coin with unknown probability
6 = P(head). We know that it satisfies the Bernoulli distribution
Bernoulli(0).

We toss it 10 times, and get HTHHTHHTHT (6 head, 4 tails).
[t is natural to estimate 8 = 6/10.

What is the theory behind the estimation? The method is called
Maximum likelihood. The best estimation for € from the sam-
ple data(observations), is to make maximize the “likelihood” of getting
the sample.

Definition.

Let x1,x9,...,2x, be a random sample of size n from a discrete
pdf px(x;0), or a continuous pdf fx(x;6).
The likelihood function L(0) is

L(0) = HPX(%'; #)  for discrete case
i=1

or

L(6) = H fx(z;;0)  for continuous case
i=1

The likelihood function L(8) is a function with variable 8. The purpose
is to find a value 6 = 6, maximizing the function L(6).
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Example 1 (Continue).
L(0) = P(H)P(T)P(H)P(H)P(T)---P(T) = 0°(1 — §)*

We want to maximize L(f). (By Calculus 1, use derivative to find
critical points)
dL(6)
df
So, 6. = 6/10 = 0.6 maximize the likelihood function L(#).

— 60°(1 — 0)* —46°(1 — 0)> = 6°(1 — 0)*(6 — 106) = 0

Remark: In(L(6)) and L(#) have the same critical points. Some-
times, it is easy to use In(L(#)) to find critical points.

As in Example 1,
In(L(6)) = In(0°(1 — 6)*) = 61n(6) + 41n(1 — 6).

S0, = — — —— = 0. Hence, the critical point is ., = 6/10.

Example 2. (Practice) Suppose we have a biased die with unknown
probability of resulting “6”, 8 = P(“6").

We toss it 8 times, and get * 6 * * * 6 % % (where x means not 6). It is
natural to estimate § = 2/8.

Use the method of maximum likelihood to verify your answer.
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Example 3. Let X be the number of incoming calls in an hour. Recall
that X fits a Poisson distribution

—AAk
pX(k; )\) = GT, for k=0,1,2,...

Here, A is the unknown parameter.

Use the method of maximum likelihood to estimate A based on n = 4
observations X1 = kl, XQ = kg, Xg = ]{73, X4 = k4.
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Example 4. Suppose we have a biased (unfair) coin with P(head) =
p. Let X be the number of tosses until we get a head. So, the pdf of
X is the geometric distribution:

px(k)=(1—-p)"'p.

Suppose we do the experiments n times and get X7 = ki, Xy =
ko, ..., X, = k,. Use the method of maximum likelihood to estimate

P.
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Example 5. Suppose we have a distribution
fx(z) =07 for & > —1.

Find the maximum likelihood estimator for 6 based on a sample X; =
X, X2 =Ty v Xn = Tp.



MATH 3081 §5.2 Estimating Parameters He Wang

Example 6. The pdf of a uniform distribution on [0, 6] is given by

fx(x) = % for z € (0, 6].

Take a sample X1 = x1, Xo = 29, ... , X,, = x,,. Use the method of
maximum likelihood to estimate 6.

£(0) = [] fxte0) = 5

This is a decreasing function, so it does not have a maximum.

We know that z; < @foralli = 1,2, ...,n. Hence § > max(xy, xo, - ,x,).

So, if we want to maximize L(6), we need to choose 6, = max(xy, za, - - -



